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Course Title:

D/RS 1013 Advanced Correlation (3 credits)

Semester:
Fall 2003

Instructor:
Jeffrey D. Leitzel, Ph.D.

Office Hours:
by appointment

Phone:
Office: T&Th-570 348-6100,ext.3216/MWF 570 389-4956; Home: 570 650-6286

E-Mail:
STATISTICS@LEITZEL.COM  Web: WWW.LEITZEL.COM

Course Description

This course is intended to provide an introduction to a variety of correlational and related multivariate statistical techniques.  Learning the operation of SPSS software and interpreting output will constitute a significant part of the work in this course.  All of the steps that are necessary to progress from collected data to a final report (or dissertation) will be covered.  These steps include data entry, cleaning, verification, and exploration as well as various ways of recoding and transforming variables.  Students will learn how to run a number of statistical procedures and interpret the SPSS output.

Learning Objectives
Upon successful completion of this course, students will be able to:

1. perform data analysis using SPSS software.

2. relate research questions to the appropriate statistical technique(s).

3. conduct data screening.

4. create and interpret correlation matrices.

5. carry out and interpret multiple regression analysis.

6. interpret the results of a discriminant analysis procedure.

7. interpret principal components and factor analyses.

8. correctly interpret the results of a logistic regression analysis.

9. demonstrate an understanding of the principles of research design.

10. appreciate the role of meta-analysis in consolidating findings in a given area.

Texts


Cronk, B. C. (2002). How to Use SPSS:  A Step-by-Step Guide to Analysis and Interpretation. (2nd ed.) Los Angeles: Pyrczak Publishing.


Howell, D. C. (2002). Statistical Methods for Psychology. (5th ed.). Pacific Grove, CA: Duxbury.


Huck, S. W. (2000). Reading Statistics and Research. (3nd ed.). New York: Longman.

Tabachnick, B. G., & Fidell, L. S. (2001). Using Multivariate Statistics. (4th ed.). Boston: Allyn & Bacon.

Course Schedule (subject to modification)
	
	Topics
	Readings

	1. 
	Review syllabus/Overview of course

Set up data sets on computers

Overview of adolescent sample/design/measures
	

	2. 
	Reliability and Validity (review independently to prepare analysis problem #1)
	Huck - Ch. 4

Cronk - Ch. 8

	3. 
	Research Questions and Associated Techniques
	T & F - Ch. 2

	4. 
	Bivariate Statistics  (I suggest reading Ch. 3 of T & F in its entirety, for review of core concepts)
	Huck - Ch. 3 & 10

T & F - Sect. 3.5

	5. 
	Data Screening
	T & F - Ch. 4

	6. 
	Multiple Regression
	T & F - Ch. 5

	7. 
	ANCOVA
	Howell – P 625-649, T & F – Ch. 8

	8. 
	Discriminant Analysis
	T & F - Ch. 11

	9. 
	Logistic Regression
	T & F - Ch. 12

	10. 
	Principal Components and Factor Analyses
	T & F - Ch. 13

	11. 
	Meta-Analysis
	Handout


Meeting Schedule

8-27, 9-3, 9-10, 9-17, 9-24, 10-1, 10-8, 10-15, 10-22, 10-29, 11-5, 11-19, 12-3
Evaluation & Schedule

Analysis problem #1:
Correlation/reliability/validity (available 9-3)

Analysis problem #2:
Multiple regression (available 9-10)

Analysis problem #3:
Analysis of Covariance (ANCOVA) (available 9-17)

Analysis problem #4:
Discriminant analysis (available 10-1)

Analysis problem #5:
Logistic regression (available 10-15)

Analysis problem #6:
Factor analysis (available 10-29)

Required Elements (All are pass/fail)
Mid semester quiz – 10-8-03
Research critique - Presented in class 10-15, 10-22, 10-29, 11-5, 11-19
Analysis project (Due on December 5, 2003)

Grading

Minimum requirement to pass the course with a C+ is satisfactory completion of the required elements and completion of analysis problem number 1.  Satisfactory completion of additional analysis problems will result in increased grades as follows.

Required elements plus analysis problems 1 - 2 = B-

Required elements plus analysis problems 1 - 3 = B

Required elements plus analysis problems 1 - 4 = B+

Required elements plus analysis problems 1 - 5 = A-

Required elements plus analysis problems 1 - 6 = A

Suggestions for Further Reading


Bollen, K. A. (1989). Structural Equations with Latent Variables. New York: John Wiley and Sons.


Cohen, J., & Cohen, P. (1983). Applied Multiple Regression/Correlation Analysis for the Behavioral Sciences. Hillsdale, NJ: Lawrence Erlbaum.


Darlington, R. B. (1990). Regression and Linear Models. New York: McGraw Hill.


Grimm, L. G., & Yarnold, P. R. (Eds.). (1995). Reading and Understanding Multivariate Statistics. Washington, DC: American Psychological Association.


Hair, J. F., Anderson, R. E., Tatham, R. L., & Black, W. C. (1998). Multivariate Data Analysis. (5th ed.). Upper Saddle River, NJ: Prentice Hall.


Hayduk, L. A. (1987). Structural Equation Modeling with LISREL: Essentials and Advances. Baltimore, MD: Johns Hopkins University Press.


Kachigan, S. K. (1986). Statistical Analysis: An Interdisciplinary Introduction to Univariate and Multivariate Methods. New York: Radius Press.


Kline, R. B. (1998). Principles and Practice of Structural Equation Modeling. New York: Guilford Press.


Nunnally, J. C., & Bernstein, I. H. (1994). Psychometric Theory. (3rd ed.). New York: McGraw Hill.


Pedhazur, E. J. (1997). Multiple Regression in Behavioral Research: Explanation and Prediction. (3rd ed.). New York: Harcourt Brace College Publishers.


Sharma, S. (1996). Applied Multivariate Techniques. New York: John Wiley and Sons.

Stevens, J. (1996). Applied Multivariate Statistics for the Social Sciences. (3rd ed.). Mahwah, NJ: Lawrence Erlbaum Associates.


Traub, R. E. (1994). Reliability for the Social Sciences:  Theory and Applications. Thousand Oaks, CA: Sage.

A student with a disability may request an adjustment in meeting the requirements of this class.  Please do so by contacting Mr. Christopher Moy, Coordinator for Special Services, Room 220B, Liberal Arts Center, 348-6211 Ext. 2549.

